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A Simulation Study of Paced TCP
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In this paper, we study the performance of paced TCP, a modified version of TCP designed especially for high delay-
bandwidth networks. In typical networks, TCP optimizes its send-rate by transmitting increasingly large bursts, or
windows, of packets, one burst per round-trip time, until it reaches a maximum window-size, which corresponds to the
full capacity of the network. In a network with a high delay-bandwidth product, however, TCP’s maximum window-size
may be larger than the queue size of the intermediate routers, and routers will begin to drop packets as soon as the
windows become too large for the router queues. The TCP sender then concludes that the bottleneck capacity of the
network has been reached, and it limits its send-rate accordingly. Partridge proposed paced TCP as a means of solving
the problem of queueing bottlenecks. A sender using paced TCP would release packets in multiple, small bursts during a
round-trip time in which ordinary TCP would release a single, large burst of packets. This approach allows the sender to
increase its send-rate to the maximum window size without encountering queueing bottlenecks. This paper describes the
performance of paced TCP in a simulated network and discusses implementation details that can affect the performance
of paced TCP.


